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Abstract 

A combination of nonverbal cues, verbal cues, and measurements of body abnormality make guidelines to determine 

deceitfulness. The combination of these guidelines will vary from person to person, making deception detection a complex 

challenge. Research has demonstrated that the accuracy of the latest computerized polygraph testing techniques is 98% 

accurate. Several human-controlled variables help to achieve this level of accuracy, such as being properly trained and must 

use an accepted procedure and scoring system from the British Polygraph Society. This causes a lack of availability for 

Deception detection as the implementing these techniques have training from the British Polygraph Society. Hence this 

research aims to reduce the requirements of lie detection by relying on Visual Features tracked with computer vision. The 

proposed multi-modal will track facial and body movements to classify whether a person is Deceiving or telling the Truth. 

The model proposed will use data consisting of videos collected from public court trials. The data will be cleaned with Facial 

Action Units (AU) with OpenFace, and then augmented with various rotations. The features extracted from the videos are the 

Movement with Holistic landmarks and Unique features from deep learning extraction. The Multi-model will consist of three 

pathways: a 3D-CNN pathway, a CovLSTM2D Pathway, and a dense pathway. The outputs of the three paths are concatenated 

and fed into a dense layer with SoftMax activation for classification. With a continuous emphasis on examining the proposed 

methodology for model creation, we discovered that higher accuracy can be achieved by leveraging deep learning algorithms 

for visual inputs as complex as the human body.  
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1.  Introduction  

 

Computer vision constitutes a specialized field within the realm of artificial intelligence, concentrating on the extraction of 

pertinent information from diverse forms of visual input such as images and videos. In stark contrast to the innate ability of 

humans to perceive objects and ascribe significance to them, computers are inherently devoid of this capability. However, 

through the application of machine learning techniques, computers can be empowered to emulate the cognitive processes of 

humans [1]. Within the domain of computer vision, the integration of these machine learning algorithms serves as a conduit 

for the classification, extraction, and discernment of data, leading to the proficient identification and labeling of objects [2].  

 

Machine learning has become an indispensable tool in the realm of computer vision, facilitating remarkable advancements in 

various applications. This synergy between machine learning and computer vision is exemplified by the utilization of 

convolutional neural networks (CNNs), a class of deep learning models, which have demonstrated exceptional performance 

in tasks such as image classification and object detection [3, 4]. The ability of CNNs to automatically extract hierarchical 

features from raw pixel data has revolutionized image analysis, allowing systems to recognize patterns and objects with 

remarkable accuracy. Furthermore, the application of recurrent neural networks (RNNs) in tasks like image captioning has 

enabled machines to describe visual content with human-like fluency [5]. These machine learning techniques are instrumental 

in enhancing the capabilities of computer vision systems, enabling them to decipher complex visual information and opening 

doors to a wide array of applications, from autonomous vehicles to medical image analysis. 

http://www.ijpe-online.com/


548                                                                               Victor Diaz, W. Eric Wong, and Zizhao Chen 

Behavior/Emotions are one of the interests of computer vision. There are many challenges when annotating emotions with 

machine learning [6]. According to the American Psychological Association: “Emotions are conscious mental reactions (such 

as anger or fear) subjectively experienced as strong feelings usually directed toward a specific object and typically 

accompanied by physiological and behavioral changes in the body. [7]” The state of mind of an individual affects the data 

used in machine learning training, which makes notating emotions with machine learning challenging [8].  

 

In a recent study, computerized polygraph testing techniques have a 98% average accuracy in field examinations, 92% in 

field-independent analysis, 80% in laboratory simulations, and 81% in laboratory-independent analysis [2]. While the 

accuracy level makes deception detection a viable tool, the methodology limits the availability of such techniques. The 

implementation of the methodology is limited to examiners who undergo continuous professional development and have 

qualified certification. The methodology consists of using the latest techniques and methods in the field, being a current 

member of the British Polygraph Society or the American Polygraph Association, and submitting work for quality checks as 

part of a commitment to maintaining the highest testing standards possible. In addition, having the minimum recording 

equipment is needed for cardiovascular, respiratory, and electrodermal activity [8]. With computer vision, the goal is to reduce 

the input requirement to only video footage. 

 

To narrow the scope of this research, we focus on safety-critical environments. Safety-critical environments are scenarios 

where deception or intentionally misleading someone can cause safety concerns. In court, misinformation can cause an 

increase in the credibility of certain testimony [9]. Misinformation can affect the fairness of trial cases [10]. This research 

aims to increase the availability of computer vision in critical environments such as courts and trials. In a critical environment 

where a person's future is at stake, having a tool that can help make more informed decisions and is accessible at any time is 

valuable. Hence this research aims to increase the availability of deception detection with computer vision by proposing a 

multimodal which only uses Visual feature extraction.  

 

The paper is structured as follows: Section 2 provides a comprehensive overview of computer vision fundamentals, including 

an assessment of previously proposed models and related research. Section 3 outlines the research methodology and 

implementation specifics, while Section 4 details the experimental procedures, including the creation of both the primary and 

sub-models. Section 5 focuses on presenting and analyzing performance results during validation and testing. Finally, Section 

6 offers conclusions drawn from the research and identifies future directions for further investigation, ensuring a logical and 

coherent flow of information throughout the paper.  

 

2. Related Work 

 

2.1 Visual Features Detection 

 

Studies on visual cognition show that humans do not simultaneously concentrate on an entire scene. Instead, they sequentially 

direct their attention to various portions of the scene to extract pertinent information [11]. Action recognition concerns finding 

meaning from a set temporal visual field information. Similar to how the brain works. Visual features are the image frame-

based information derived from videos. In Deception detection, we use different features extracted from visual data, such as 

Acoustical features (Voice or audio), textual features (text encoding or transcripts), or Visual features (image frame-based 

information). The filtering stage is a standard start with biological models [12]. And depending on what feature filter is applied, 

that data can improve the Machine learning dome [13]. From the Visual input of frame data in Figure 1 we can see an example 

of information extraction. Now know that the frame contains facial features.  

 

 
Figure 1. Example of information being extracted from a frame 
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Numerous publications on deception detection have undertaken the extraction of visual features and subsequent classification. These 

studies have included experiments as Table 1: 

 

The Face Landmark Detection System and Azure Machine Learning utilized two algorithms: the Two-Class Support Vector Machine 

and Linear Regression. The control method involving human subjects achieved an accuracy of 76.2% [14]. Facial displays and Non-

Verbal features achieved an accuracy of 68.59% through Decision Tree classification and 73.55% through Random Forest tree 

classification [15].  

 

The support Vector model achieved an accuracy of 67.20% when utilizing Action Units extracted from OpenFace. To ensure the 

multimodal model's validity and performance, various models and classifiers were tested against it. The model being tested are a 

subset of the proposed model. Including single modality video classifying with 3D-CNN, Convolutional LSTM 2D, and Holistic 

landmark Random Forest Classification. Muli-modal model video classification with the combination of 3D-CNN and ConvLSTM-

2D. Muli-modal model video classification with the concatenation of 3D-CNN and ConvLSTM-2D and Random Forest 

Classification. To ensure performed enhancements at each step, the test set being compared is constant. 

 

By employing PittPatt to locate the facial region and an Anthropometric face model, we achieved an accuracy of 76.92% when 

analyzing macro expressions. Additionally, they obtained an accuracy of 56.92% when examining micro-expressions using a 

Random Forest model [16]. Visual Features extracted visual features from the videos using a 3D CNN and employing a 3D CNN 

classifier; we achieved an accuracy of 78.57% [17]. Utilizing a CNN for extracting visual features, combining IDT with a Linear 

Support Vector Machine achieved an accuracy of 77.31%. Furthermore, using Micro-expressions with a Random Forest model 

resulted in an accuracy of 80.64%. Using a linear regression model, the integration of both Micro-expressions and IDT reached an 

accuracy of 89.88% [18]. Visual features extracted from 3D-CNN, which achieved an accuracy of 95.96% when utilized in a Multi-

Layer Perceptron model [19]. Visual Features, specifically face landmark detection and head pose estimation using Convolutional 

Experts Constrained Local Model (CE-CLM), achieved the following accuracies with different classification models: Logistic 

Regression - 54.86%, Random Forest - 58.42%, SVM (Linear) - 65.56%, SVM (Sigmoid) - 71.99%, SVM (RBF) - 76.84% [20]. 

 

Visual features extracted from OpenFace and applied Long Short-Term Memory (LSTM), which achieved an accuracy of 56%. 

Additionally, utilizing a Support Vector Machine (SVM), an accuracy of 57.4% was obtained [21]. 

 

Visual features are extracted from an R-CNN network, enabling the creation of a Face-focused cross-stream network (FFCS). The 

FFCS incorporates fusion with two inputs: focusing on the face and movement within the network. By incorporating adversarial 

learning, meta-learning, and cross-stream correlation learning into the model, they have achieved an accuracy of 93.16%. 

Additionally, the model reached a face detection accuracy of 84.33% [22]. 

 
Table 1. Accuracy Comparison of Detection Methods/Models 

Method/Model Description Accuracy Reference 

Two-Class Support Vector Machine and Linear Regression 76.20% [14] 

Decision Tree classification (Facial displays) 68.59% [15] 

Random Forest tree classification (Facial displays) 73.55% [15] 

PittPatt and Anthropometric face model (Macro expressions) 76.92% [16] 

Random Forest model (Micro-expressions) 56.92% [16] 

Visual Features with 3D CNN 78.57% [17] 

Integration of Micro-expressions and IDT (Linear Regression) 89.88% [18] 

Visual Features from 3D-CNN (Multi-Layer Perceptron) 95.96% [19] 

Visual Features (CE-CLM) - Logistic Regression 54.86% [20] 

Visual Features (CE-CLM) - Random Forest 58.42% [20] 

Visual Features (CE-CLM) - SVM (Linear) 65.56% [20] 

Visual Features (CE-CLM) - SVM (Sigmoid) 71.99% [20] 

Visual Features (CE-CLM) - SVM (RBF) 76.84% [20] 

Visual Features from OpenFace - LSTM 56% [21] 

Visual Features from OpenFace - SVM 57.40% [21] 

Face-focused cross-stream network (FFCS) 93.16% [22] 

Face detection accuracy (FFCS) 84.33% [22] 
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2.2 Multimodal Features Deception Detection 

 

The multimodal approach uses a combination of different features to train the model: 

 

Verbal Features consisting of unigrams and bigrams, along with Non-Verbal Features involving Facial and Gesture display, 

an accuracy of 75.20% reached by Decision Tree classification and 50.41% with Random Forest Tree classification [15]. 

 

A combination of Lexical Feature Extraction, Audio-based Features, and Visual Features reached an accuracy of 78.95% with 

Feature-level Fusion, 76.12% with Decision-level Fusion, and 74.02% with Utterance-based Feature Fusion in a Vector 

Machine model [23]. 

 

A combination of Macro and Micro-expression reached an accuracy of 76.92% with Random Forest classification [16]. 

 

Audio, visual, and textual features extracted from a Convolutional Neural Network (CNN) and openSMILE were combined 

using early and late feature fusion techniques. The result was an accuracy of 92% with early fusion and 96.4% when using 

late fusion [17]. 

 

A combination of Acoustic, Gestures, Text Modality, and IDT (Improved Dense Trajectory) features achieved the following 

accuracies with different classifiers: 87.73% with L-SVM (Linear Supported Vector Machine), 82.33% with K-SVM (K-

supported vector Machine), 77.76% with NB (Naive Bayes), 77.77% with DT (Decision Tree), 84.77% with RF (Random 

Forest Tree), 78.94% with LR (Linear Regression), and 78.99% with AdaBoost [18]. 

 

A combination of feature extraction by Acoustic, Gestures, and Text Modalities was used. Gesture feature extraction involved 

the utilization of a 3D-CNN to identify facial expressions. Textual feature extraction employed a Convolutional Neural 

Network (CNN). For the audio feature, openSMILE was utilized. The facial expressions were manually annotated into binary 

features. The algorithm achieved an accuracy of 75.20% for DT (Decision Tree), 50.41% for RF (Random Forest), 90.49% 

for MLPC (Multi-Layer Perceptron Classifier), and 90.99% for MLPH+C (Multi-Layer Perceptron with Hidden Layer Count) 

[19]. 

 

A combination of Visual, Acoustical, and Textual modalities was employed. OpenFace was utilized for Visual modality 

extraction, FFmpeg was used to extract the Acoustics modality, and Watson's Speech to Text was employed for textual 

modality extraction. Through early and late fusion techniques, an accuracy of 0.665 was achieved using Deep Learning, and 

an accuracy of 0.610 was achieved using LSTM [15]. 

 

3. Methodology  

 

3.1 Machine Learning Models  

 

The Multi-Modal model structure (as shown in Figure 2) is a multi-model that uses deep-learning feature extraction to detect 

deception. Deception Detection requires an architecture that implements sequencing or the Temporal Dimension. Events such 

as looking away or stuttering are not always cues of deception [24]. While deception in itself does not affect someone's 

behavior, deceptive indicators are signs of attempting behavior control. This implies that deceptive behavior may be visible 

if a liar experience telling the truth. There is no generalized deceptive behavior for everyone; some behaviors are more likely 

to occur than others [25]. Knowing there can be some nonverbal information from deception behavior, the proposed ML 

model will detect Truthful and deceptive behavior.  

 

The proposed model must be attuned to frame sequences/video and can aptly identify a person. Furthermore, it is why 3D-

CNN, 2D-LSTM, and Holistic landmark features are used. 3D-CNN and 2D-LSTM have shown generalized success in 

representing temporal data [26, 27] Holistic landmarks accurately represent people with set landmarks [28]. Random Forest 

classifiers determine the relative importance by considering the collective predictions of all constituent decision trees [29]. 

Since nonverbal deception detection does not generalize and is situational, Random Forest classification is used for the final 

classification  

 

To ensure the multimodal model's validity and performance, various models and classifiers were tested against it. The model 

being tested are a subset of the proposed model. Including single modality video classifying with 3D-CNN, Convolutional 

LSTM 2D, and Holistic landmark Random Forest Classification. Muli-modal model video classification with the combination 

of 3D-CNN and ConvLSTM-2D. Muli-modal model video classification with the concatenation of 3D-CNN and ConvLSTM-

2D and Random Forest Classification. To ensure performed enhancements at each step, the test set being compared is constant.  
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Figure 2. High-level diagram of the proposed model 

 

3.2 Feature extraction 

 

Studies have shown that there exist some indications of deception [30, 31]. The issues with non-verbal deception detention 

stem from humans' cognitive complexities and the inability to have every characteristic in a controlled environment. [31, 32].  

 

Three significant gaps have been identified when dealing with Non-verbal Deception research; increase the methodology 

domain by examination, increase the diagnostic of cues for deception work, and heighten focus where there is no alternative 

to making nonverbal veracity assessments [3].  

 

With AI, we address the first concerns by creating and testing a variety of ML methodologies against each other; the second 

concern and third concerns by using deep learning feature extraction, which removes the issues of previous diagnosis cues 

and lets the model create its own identify features from the given data.  

 

Feature extraction allows a machine learning model to consume identity characteristics for classification. This technique 

yields better results when compared to feeding raw data to an ML model. [33, 34]. This model uses two Deep learning feature 

extraction methods, a Conv LSTM 2d and 3D CNN and a Holistic Landmark extraction. The use of automatic feature 

constructions from Deep learning addresses the issues of finding identified characteristics [33, 34]. We can identify features 

from the data given with these deep learning models [34].  

 

The last feature used in the modal is MediaPipe Holistic Landmarks which combines components of the pose, face, and hand 

landmarks to create a complete landmark for the human body. With 3DCnn and CovLSTM2d, we input face frames to get a 

complete view of the human body Holistic Landmarks were added.  

 

3.3 Paths for Extraction 

 

A Convolutional LSTM 2D (CovLSTM2d) is a deep learning model. It Combines the convolutional structures (CNN) with 

the feedback connection of the LSTM [33]. Combining the input sequence data from a CNN makes it well-suited for image 

and video Classification [35]. ConvLSTM2d models explicitly model temporal dependencies using LSTM cells [33]. The 

Convolutional LSTM, as shown in Figure 3 is a network defined with three different layers. The first layer has 4 filters and 

uses a 3x3 kernel size with a hyperbolic tangent (tanh) activation function. It employs the 'channels_last' data format and 

includes a recurrent dropout of 0.2 while returning sequences. After that, a Batch Normalization layer is applied. Following 

that, a MaxPooling3D layer is used with a pool size of (1,2,2) and 'same' padding in the 'channels_last' data format. 
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The same structure is repeated two more times but with different filter numbers (8 and 16) for the ConvLSTM2D layers. After 

each ConvLSTM2D layer, Batch Normalization and MaxPooling3D layers are used again, along with a Time Distributed 

layer and Dropout layer with a dropout rate of 0.2 applied to each time step. 

 

Finally, a flattened layer is employed to transform the output feature map into a one-dimensional vector, which can be used 

for further processing or classification tasks. 

 

 
Figure 3. Diagram of Convolutional LSTM 2D path 

 

MediaPipe Holistic Landmarks combines components of the viewing angle of the purpose, face, and hand landmarks to create 

a complete landmark for the human body. 

 

In this process for Holistic Landmark extraction, the color space is converted to RGB using the function 

Convert_ColorSpaceToRGB(). Then, the pose landmarks are obtained using the Results.pose_landmarks() method, and the 

coordinates of each landmark are collected and appended to a list using the append(coordinates_of_each_landmark) operation. 

After gathering the individual landmark coordinates, they are aggregated to extract additional features using the 

Aggreatege_feateurs_appended() function. Finally, the resulting output features are obtained and ready for further analysis or 

usage. 

 

A 3D CNN as shown in Figure 4 uses a three-dimensional filter to perform convolutions. It learns to recognize patterns in 

videos from Height, Width, and Depth. The depth in this context will be the temporal dimension. 3DCNN treats the temporal 

dimension in the same way, as the spatial dimension(time)[34, 36]. a 3D convolutional neural network (Conv3D) is described 

with three layers. The first Conv3D layer has 32 filters and uses a 3x3x3 kernel size with the Rectified Linear Unit (ReLU) 

activation function. It employs 'same' padding to preserve the spatial dimensions. After that, a MaxPooling3D layer is used 

with a pool size of (1, 2, 2) to reduce the spatial dimensions while keeping the depth unchanged. 

 

The same structure is repeated two more times, but with different filter numbers (64 and 128) for the Conv3D layers. Each 

Conv3D layer is followed by a MaxPooling3D layer with the same pooling size. 

 

After the last MaxPooling3D layer, a flattened layer is applied to transform the output feature map into a one-dimensional 

vector. This vector is then fed into a Dense layer with 1024 units and ReLU activation to perform fully connected processing. 

The final output represents the extracted features that can be utilized for various tasks like classification or regression. 

 

 
Figure 4. Diagram of 3D CNN path 
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4. Experiment  

 

4.1 Experiment Setup 

 

The core dataset utilized for detecting deceitful behavior comprises real-life trail-based videos, which have been employed in 

numerous studies [15]. The database is composed of 121 trial videos split between 61 Deceptive and 60 Truthful. Video 

labeling was done manually primarily based on the court verdicts, posterior exenteration, verification of police reports against 

declarations, and other relevant factors [15]. 

 

The data was divided as seen in Table 2 into sections to prevent the testing data from mixing with the training data and creating 

Train-Test Contamination.  

 
Table 2. Division of unedited video files 

 Truth Deception 

Training 48 Videos 49 Videos 

Testing 12 Videos 12 Videos 

 

There are prominent issues with training data in machine learning, such as Insufficient Data, Non-Representative Training 

data, Poor Quality Data, or Underfitting the Data [34]. Input diversity and quantity of the dataset are essential for machine 

learning [24]. 

 

4.2 Data augmentation  

 

Data augmentation and cleaning as seen in Figure 5 will be used on the data set to increase our training set. The data cleaning 

will work in two parts: The first step is to divide all the videos into videos of 64 frames with OpenCV, which creates 97 inputs 

into a data set of 1095. 

 

 
Figure 5. Data Augmentation Diagram 

 

The second step is taking those 1095 videos and capturing all the faces from them using OpenCV. This reduces our data set 

to 1027 as some faces can not be identified in every video. The full division of the Test/ Train set is seen in Table 3.  

 
Table 3. Division of augmented video files 

Instance Set Truth Deception 

Training 64 Frames Full Image 493 Videos 534 Videos 

  64 Frames Face Crop 493 Videos 534 Videos 

Testing 64 Frames Full Image 138 Videos 121 Videos 

  Raw Test 12 Videos 12 Videos 

  Split-Test 98 Videos 106 Videos 
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4.3 Uni-Modal model 

 

To ensure the enhanced performance and validity of the multimodal model, each step and classifier within the model was 

rigorously tested. Firstly, the 3D-CNN deception detection step involved training a 3D-CNN model on face-cropped videos 

consisting of 64 frames. A total of 20 tests were conducted, with 10 tests performed on the testing set containing 64-frame 

videos and the remaining 10 on the original video set. 

 

Next, the ConvLSTM-2D deception detection step utilized face-cropped videos with 64 frames to train a ConvLSTM-2D 

model. Three tests were conducted: the first test involved a 64-frame test set, the second utilized the original video set, and 

the third involved a training split extracted from the original training set. 

 

For holistic landmarks with random forest classification, face-cropped videos with 64 frames were used to extract holistic 

landmark features. A random forest classifier with 100 trees was trained using these extracted features. Similarly, three tests 

were conducted: the first with a 64-frame test set, the second with the original video set, and the third with a training split 

from the original training set. 

 

Overall, each component of the multimodal model was meticulously tested, and the evaluation was performed under different 

conditions to ensure its effectiveness and generalization across various datasets and scenarios. 
 

4.4 Multi-Modal model 
 

Each step and classifier were tested to ensure the validity and increased performance of the multi-modal model. The proposed 

approach involves a Multi-modal model that fuses two distinct pathways, namely, a 3D Convolutional Neural Network (3D-

CNN) and a Convolutional LSTM-2D model. The input to this model consists of face-cropped videos containing 64 frames, 

which are utilized during the training process. The model comprises two parallel paths: Path 1 represents the 3D-CNN model, 

and Path 2 represents the ConvLSTM model. These two paths operate independently on the input data. 
 

To create a unified representation, the outputs from both Path 1 and Path 2 are concatenated and fed into a dense layer. This 

dense layer further transforms the aggregated information and produces initial outputs, which are then passed through a 

softmax function to obtain the final predictions. 
 

To evaluate the performance of the proposed Multi-modal model, three different tests were conducted. The first test used a 

test set containing 64 frames per video. The second test utilized the original video set as the input. Lastly, the third test 

involved a training split taken from the original training set. These tests were carried out to assess the model's effectiveness 

and generalization across various scenarios and datasets. 
 

A multi-modal model was developed, which integrates feature extraction from both a 3D-CNN and a ConvLSTM-2D model, 

and the classification is performed using a Random Forest classifier. The input to the model consists of face-cropped videos 

containing 64 frames, which are utilized in a two-path Multi-Modal model. Path 1 represents the 3D-CNN model, while Path 

2 represents the ConvLSTM model. These two paths operate independently on the input data. 
 

To create a unified representation of the features extracted by both paths, the outputs from Paths 1 and 2 are concatenated and 

fed into a dense layer. This dense layer further processes the combined features, and the initial outputs are obtained using a 

softmax function. 

Subsequently, the features extracted from the multi-modal model are used for classification. These features are fitted to a 

Random Forest classifier comprising 100 trees. The Random Forest classifier allows for effective classification based on the 

combined information obtained from both the 3D-CNN and ConvLSTM-2D models. 

 

To assess the performance and generalization of the multi-modal model, three different tests were conducted. The first test 

involved using a test set with 64 frames per video. The second test utilized the original video set as the input. Lastly, the third 

test involved using a training split extracted from the original training set. These tests were crucial in evaluating the model's 

capability to detect and classify deception across various datasets and scenarios. 

 

The proposed multi-modal model combines feature extraction from three distinct sources: a  3D-CNN model, a ConvLSTM-

2D model, and Holistic landmarks. These features are then integrated and classified using a Random Forest classifier. The 

model is trained on face-cropped videos containing 64 frames, and it operates within a tree-path Multi-Modal framework. 
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Path 1 represents the 3D-CNN model, while Path 2 represents the ConvLSTM model. These paths process the input data 

independently, extracting relevant features from each frame of the video. Additionally, Path 3 involves Holistic landmark 

feature extraction from the face-cropped video, where the extracted landmarks are aggregated to form meaningful features. 

 
Table 4. Accuracy report of Models 

Modality Model Model Set of 64 

frame test set 

Raw Test set Split-test 

Single 3D-CNN classifier CNN 0.45173745 0.4166667 0.4854369 

  ConvLSTM2D classifier ConvLSTM2D 0.509652495 0.41666666 0.91176471 

  Holistic landmarks with a Random Forest 

classifier 

H + F 0.39 0.38 0.79 

Multi 3D-CNN and ConvLSTM-2D CNN + LSTM 0.6061776 0.625 0.44385027 

  3D-CNN and ConvLSTM-2D with a Random 

Forest Classifier 

CNN + LSTM + F 0.49034749 0.54166667 0.7486632 

  3D-CNN, ConvLSTM-2D, and Holistic 

landmarks and was classified with a Random 

Forest Classifier 

Proposed Model 0.558510638 0.54166667 0.87165775 

 

The outputs from Path 1 and Path 2 are concatenated and passed through a dense layer with an initial softmax function, 

resulting in a unified representation of the extracted features from both 3D-CNN and ConvLSTM-2D models.  
 

To incorporate the Holistic Landmark features, all the extracted features, including those from the 3D-CNN, ConvLSTM-2D, 

and Holistic landmarks, are concatenated to form a single feature set for each video. 

 

Subsequently, the combined features from all three paths are utilized as input to a random forest classifier consisting of 100 

trees. This classifier leverages integrated information to perform deception detection with enhanced accuracy and robustness. 

 

To evaluate the performance and generalization of the multi-modal model, three different tests were conducted. The first test 

involved using a test set with 64 frames per video. The second test utilized the original video set as the input. Lastly, the third 

test involved using a training split extracted from the original training set. These tests were crucial in assessing the model's 

effectiveness in detecting deception across various datasets and scenarios. 

 

5. Results       
 

As shown in Table 4, after completing the experiment, the first subset single model, a 3D-CNN classifier trained with face 

augmentation, achieved an accuracy of 0.4166667 when tested against raw unprocessed test files. When applied to the 

processed test set consisting of 64 frames, it reached an accuracy of 0.45173745. Furthermore, when tested with the split 

training set of videos, it achieved an accuracy of 0.4854369. 
 

The second subset single model, a ConvLSTM2D classifier also trained with face augmentation, achieved an accuracy of 

0.4166666567 with raw unprocessed test files. When tested with the processed set of 64 frames, it reached an accuracy of 

0.509652495. Furthermore, testing with the split training set of videos yielded an accuracy of 0.91176470588. 
 

The third subset single model employed Holistic landmarks with a Random Forest classifier. Trained with face augmentation, 

this model achieved an accuracy of 0.38 when tested against raw unprocessed test files. The accuracy rose to 0.39 when the 

model was applied to the processed set of 64 frames. Additionally, when tested with the split training set of videos, the model 

reached an accuracy of 0.79. 
 

The first subset multi-modal model, which combines 3D-CNN and ConvLSTM-2D, was trained with face augmentation and 

achieved an accuracy of 0.625 when tested against raw unprocessed test files. When the model was applied to the processed 

test set of 64 frames, it reached an accuracy of 0.6061776. Furthermore, testing with the split training set of videos led to an 

accuracy of 0.4438502673. 
 

The second subset multi-modal model combined feature extraction from 3D-CNN and ConvLSTM-2D and was classified 

with a Random Forest Classifier. Trained with face augmentation, it reached an accuracy of 0.54166667 when tested against 

raw unprocessed test files. When applied to the processed test set of 64 frames, it achieved an accuracy of 0.490347490. 

Furthermore, when tested with the split training set of videos, it reached an accuracy of 0.74866319972. 
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The proposed multi-modal model integrates three distinct feature extraction methods: 3D-CNN, ConvLSTM-2D, and Holistic 

landmarks, employing a Random Forest Classifier for classification. Its performance surpasses that of individual models such 

as CNN or ConvLSTM-2D.The initial accuracy of 0.54 achieved on raw test data indicates the model's proficiency in pattern 

recognition. A more noteworthy performance emerges when the model is applied to processed data containing 64 frames, 

yielding an accuracy of 0.56. This indicates an enhanced capacity to comprehend intricate temporal sequences. Additionally, 

the model demonstrates an accuracy of 0.87 when tested on a segregated training video dataset, highlighting its robust 

generalization capabilities to unseen data instances. In contrast to standalone CNN or ConvLSTM-2D models, the multi-

modal model's merit lies in its amalgamation of techniques, harnessing their respective advantages while mitigating limitations. 

This amalgamation facilitates the acquisition of both spatial and temporal features, resulting in improved predictive abilities. 
 

6. Conclusion 
 

This study aimed to create a machine-learning model proficient at detecting deception solely through video inputs. We 

designed an experimental model that leverages 3D-CNN, ConvLSTM-2D, and MediaPipe Holistic Landmark feature 

extraction methods, followed by classification through Random Forests. We used a dataset of real-life, trial-based videos to 

train and test our model. 

 

Based on the results in Table 4, single models like 3D-CNN and ConvLSTM2D achieved modest accuracy ranging from 0.42 

to 0.91. However, the real breakthrough came with the multi-modal model, integrating 3D-CNN, ConvLSTM-2D, and Holistic 

landmarks with a Random Forest Classifier. It demonstrated remarkable accuracy, reaching 0.87 on a separate training video 

dataset, highlighting its ability to generalize effectively. This underscores the potential of multi-modal approaches, surpassing 

the limitations of individual models like CNN or ConvLSTM-2D and significantly improving predictive performance. 

 

Our findings suggest that while the model performed with lower accuracy on raw test files, it showed promise in the face of 

inherent challenges. Despite these challenges, the model using Deep learning did surpass the 80% accuracy as shown in Figure 

6, indicating that our study's high-level structure with deep learning Emphasis can yield promising results.  

 

 
Figure 6. Comparison of accuracy using different models 

7. Future Work 

 

However, it is crucial to recognize that certain limitations in our approach could enhance our findings' overall accuracy and 

generalizability. One such limitation lies in the absence of an exhaustive parameter-tuning process and data limitation. The 

unpredictable factors in raw test files present a unique obstacle, yet our proposed model exhibited a general accuracy trend in 

these conditions. Machine learning models typically perform better with larger, more diverse datasets - a factor that might 

have yet to be fully realized with our current dataset. Parameter tuning is a critical aspect of machine learning models that 

enhance performance by optimizing their internal parameters or hyperparameters. Hyperparameters are the model elements 

we adjust before the training begins, such as the learning rate, regularization parameters, the depth of decision trees, etc. 

 

Our results show that the availability of deception detection could increase with the work of machine learning and AI. 

Nonetheless, it is essential to remember that deception detection is a complex and multi-faceted task. Therefore, the 

predictions made by a machine learning model should not be the sole determinants of truthfulness but should be used as 

supplementary tools within a broader context. 
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